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Abstract  
 
Artificial Neural Networks (ANN), a simple copy of the neurons in our brain, have been used for 
many years to bring people's problem-solving skills to computers. Although we have been able to 
run these networks faster with the help of developing technology, our need to run them better has 
created a challenging study area. Determining the hyper-parameters of the ANN has critical 
importance in this direction. In this study, an approach was inspired by Black Holes to determine 
the ANN hyperparameters. The Black Hole Algorithm (BHA), which is used as an optimization 
algorithm in the literature, is used for determining the hyperparameters of the ANN. The 
disadvantages of the BHA algorithm were identified and enhanced, a new approach called the 
Enhanced Black Hole Algorithm (EBHA) was proposed to the literature. Performance values 
obtained by the test processes because the parameters selected with this algorithm are compared 
with other algorithms frequently used in the literature, it has been seen that the developed 
method achieves the most successful performance values. 
 
Keywords: hyperparameter optimization, ann, black hole algorithm, hepatitis, random search, grid 
search, Bayesian optimization 
 

 
 

1. INTRODUCTION 
 
Artificial intelligence algorithms that work intuitively have high computational costs. This 
difficulty has negatively affected the number and success of studies in the field of artificial 
intelligence in the past century. Today, processors that reach higher speeds with the developing 
technology have started to be used in the development and training of artificial intelligence 
algorithms. Thus, there has been a significant increase in the number of successful studies in this 
field. Although this situation contributes to the studies carried out to determine the 
hyperparameters of algorithms such as ANN with black box architecture, the repetitive and 
complex structure of the ANN makes it very difficult to determine the best ones among the 
hyperparameter space, which has an infinite number of possibilities. 
 
Hyperparameters are the parameters that manage the training process of ANN, as in many 
heuristic algorithms. Therefore, determining the best combination of parameters is critical for 
maximizing the potential of the network. In the network development process, it is not very 
efficient and successful for the developer to manually change and observe these parameters and 
try to obtain the most appropriate parameters. Because it can only observe many parameter 
combinations. In this context, many different approaches in the literature such as Grid Search (GS), 
Random Search (RS), Bayesian Optimization (BO), Black Hole Optimization Algorithm (BHA) to 
determine the most suitable parameters with the least computational cost. has been suggested. 
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In the second part of this study, the hyperparameters of ANN and the details of the studies in the 
literature are mentioned, and then the Enhanced Black Hole Algorithm (EBHA) developed to 
contribute to the literature is presented. In the title of Research Findings, the algorithms 
commonly used in the literature and the performance values obtained with the developed method 
are shared and the results are compared. In the last title, the study was concluded by giving the 
results when all the findings were examined. 
  
2. MATERIAL AND METHODS 
 
2.1. ANN and Hyperparameters 
 
Artificial neural networks are computer programs that imitate people's problem-solving skills, 
inspired by biological nerves in the human brain, and are thus used to solve many problems that 
people can easily solve in daily life [1]. The structure of a simple neural network is given in Figure 
1. 
 

 
 

Figure 1. Structure of ANN 
 

When the structure in the given figure is examined, it is seen that a simple ANN network consists 
of a series of layers. The number of neurons in the output layers is determined depending on the 
type and structure of the data. However, there is no clear approach in the literature to determine 
the number of layers in the input layer and intermediate layers, and the number of nerves in each 
layer. In addition, the determination of many parameters such as the approach to be used when 
learning the data by the weights between layers and neurons, the number of repetitions that the 
network will make during the learning phase, are subjects of study in itself. In this study, the 
Activation Function, Learning Rate, Number of Neurons in the Input Layer, Number of Hidden 
Layers, Number of Neurons in the Hidden Layers and Batch Size are the parameters tried to be 
determined by hyperparameter optimization algorithms. 
 
Activation Function: Activation function is the method that determines how the data reaching a 
neuron in ANN networks will be processed and how it will produce an output based on this data 
[2]. In this study, it was tried to determine the activation function, which works in harmony with 
other parameter combinations and provides the best contribution to the performance of the 
network, among the Relu [3], SoftMax [4] and TanH [5] activation functions that are frequently 
used in the literature. The equations used to calculate the Relu, SoftMax and TanH activation 
functions are given in Eq [1-3], respectively. 
 

Eq. 1. 
𝑟𝑒𝑙𝑢(𝑥) =  {

 0 𝑖𝑓 𝑥 ≤ 0
 𝑥 𝑖𝑓 𝑥 > 0
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Eq. 2. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =  
𝑒𝑥𝑖

∑ 𝑒𝑥𝑗𝑛
𝑗=1

 

 
Eq. 3. 

𝑡𝑎𝑛ℎ(𝑥) =  
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥
 

Learning Rate: For learning to take place at each step of the ANN, the weights between the 
neurons on the network must be updated. The learning rate is used to determine the sensitivity 
of this update. If this rate is chosen too high, it may be possible to miss the optimum points by the 
network, and if it is chosen too low, the learning progresses very slowly, and the optimum point 
is never reached.  
 
The number of Layers and Neurons: There are two points to be considered when determining 
the number of layers and neurons to be used in the network. Similar to the learning rate, if very 
few layers and neurons are used, the network will never have enough computational power to 
solve the complexity depending on the data. In cases where too many neurons and layers are used, 
a network with a very high computational cost will emerge and this cost will make it difficult to 
reach the number of repetitions required for the network to learn. 
 
Batch Size: In traditional neural networks, updating the weights occurs because of completing a 
repetition by evaluating each data sample. However, depending on the size of the data, the data 
set can be divided into subsets and the learning can contribute positively to the performance of 
the network after examining the samples in each set. Still, determining the size of these subsets 
requires evaluation in terms of performance, cost, and efficiency, as in other parameters. 
 
2.2. Grid Search 
 
Grid search (GS) is one of the most preferred hyperparameter optimization methods in the 
literature [6-7]. GS simply tries to obtain the best result by testing the probability pool created by 
the Cartesian product of the predefined parameters one by one. Since predefined and specific 
points are investigated, the probability of reaching the optimum point at once with the GS 
algorithm is low (Figure 2). For this reason, it is better to determine the best of the first researched 
points and to create a narrower guide that explores these points and repeat this process. However, 
in cases where the number of possibilities resulting from Cartesian multiplication is high and this 
algorithm is run repeatedly, the computational cost is very high, which is one of the biggest 
disadvantages of this algorithm. 
 

 
 

Figure 2. Hyperparameter solution space of GS 
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2.3. Random Search 
 
Random search has entered the literature to overcome the disadvantage of the guide search 
algorithm with a large number of possibilities and to increase the sensitivity of the points to be 
investigated in the solution space by going beyond certain points [8] (Figure 3). The algorithm 
measures the success of random locations determined in the solution space. Since the 
determination of these locations is completely random, the probability of obtaining successful 
results in problems with a very large solution space is very low. 
 

 
 

Figure 3. Hyperparameter solution space of RS 
 

2.4. Bayesian Optimization  
 
The biggest problem with the GS and RS methods is that historical information is ignored when 
searching [9]. Algorithms, such as Bayesian optimization, that use iterative and historical 
information, make the best decision about which parameter combination to investigate in the next 
iteration [10]. Eq. 4. was used to calculate the parameters that the Bayes algorithm will choose in 
each next iteration. 
 

Eq. 4. 𝐼(𝑥) = 𝑚𝑎𝑥{0, 𝑓𝑡+1(𝑥) − 𝑓(𝑥+)} 
 

While the f function expresses the success achieved by the ANN working with x parameters, 𝑥+ 
that is the method used to determine the next parameters is given in Eq. 5. 
 

Eq. 5. 𝑥+ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥𝑖∈𝑥1:𝑡
𝑓(𝑥𝑖) 

 

Eq. 6. was used to calculate the probability of obtaining better results with the selected 

parameters in the next iteration of the BO algorithm [11]. 

 

Eq. 6. 
𝑓(𝐼) =

1

√2𝜋𝜎(𝑥)
𝑒𝑥𝑝(−

(𝜇(𝑥) − 𝑓(𝑥+) − 𝐼)2

2𝜎2(𝑥)
) 

 

In the equation, 𝜇 represents the mean and 𝜎 represents the standard deviation. 
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2.5. Black Hole Optimization 

 
Black Hole Algorithm is one of the swarm-based optimization algorithms. Similar to other swarm-
based algorithms, the BHA works with the principle of searching the solution space of many 
individuals. However, unlike other swarm-based algorithms, individuals in the population 
(possible solution sets) aim to reach better solutions by moving around the best candidates in 
each iteration [12]. In this algorithm, which is inspired by the effect of real black holes in our 
cosmic universe on other space objects, black holes swallow stars that get very close to them or 
lose their black hole feature when another star with a better performance turns into a black hole. 
The pseudo-code of the working principle of BHA is given in Table 1. 
 

Table 1. Psuedo code of BHA 

 
1 Generate stars at random points in the solution space. 
2 Repeat until a stop criterion is met 
3 Calculate the fitness value of each star using the objective function (Eq. 7.) 
4 Assign the star with the best fitness value as a black hole 
5 Calculate new positions of all-stars (Eq. 8.) 
6 If a star gets a better fitness value, replace it with a Blackhole. 
7 If a star falls below the event horizon of the black hole, delete it and create a new 

star at a random location. (Eq. 9). 
8 End the loop if the maximum number of iterations or the desired fitness value is 

reached. 

 
The objective function used to calculate the fitness value of the stars in step 3 varies according to 
the problem to be optimized. In this study, since it is aimed to improve the performance of the 
ANN network, the calculation given in Eq. 7., which is inversely proportional to the ANN error, is 
used. 
 

Eq. 7. 𝐴(𝑥𝑖) =  𝐷(𝑥𝑖, 𝑌𝑆𝐴) 
 
𝑥𝑖  are the hyperparameters selected in i-th iteration, D shows the classification success rate of the 
network trained using these parameters. After calculating the fitness value of all-stars and 
determining the black hole, the calculation method used to move other stars to other points in the 
solution space by moving with the gravitational force of the black hole is given in Eq. 8. 
 

Eq. 8. 𝑥𝑖(𝑡 + 1) =  𝑥𝑖(𝑡) + 𝑏 ∗ (𝑥𝐾𝐷 − 𝑥𝑖(𝑡)), 𝑖 = 1,2, … . , 𝑁 

 
 
𝑥𝐾𝐷is the position of the black hole, 𝑥𝑖(𝑡) is represents the current position of the i-th star to be 
calculated. b represents a coefficient that is randomly determined in each calculation between 0 
and 1. Eq. 9. is used to determine the diameter of the event horizon of the black hole.  
 

Eq. 9. 
𝑅 =

𝐴(𝑥𝐾𝐷)

∑ 𝐴(𝑥𝑖)
𝑁
𝑖=1

 

2.6. Enhanced Black Hole Algorithm 
 
When other algorithms used for optimizing hyperparameters are examined, it is seen that it 
contributes to the performance of ANN successfully. Despite this, it is thought that there is more 
work to be done in this area. Increasing this success and contributing to the literature constitutes 
the main motivation of this study. For this reason, in this study, it is desired to eliminate the 
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weaknesses of the Black Hole algorithm by making some reinforcements, thus revealing a more 
successful algorithm than both the Traditional BHA and other algorithms in the literature. 
 
In the BHA, a star replaces the black hole with more successful results, and then other stars are 
affected by this black hole and forget the previous possible solution. In this direction, a new 
approach has been proposed in the literature to search for older possible solutions by giving 
memory to the stars. In this approach, which was created with the principle that more than one 
black hole affects the stars at the same time, a new calculation method is proposed as an 
alternative to the calculation given in Eq. 8. to determine the effective rates of black holes on the 
stars (Eq. 10). Eq. 11 is used to determine which star will turn into a black hole or replace it with 
an existing black hole. The new pseudo-code of the EBHA developed in this direction, different 
from the BHA, has been updated as given in Table 2. 
 

Table 2. Psuedo code of EBHA 
 

1 Generate stars at random points in the solution space. 
2 Repeat until a stop criterion is met 
3 Calculate the fitness value of each star using the objective function (Eq. 7.)  
4 Assign the star with the best fitness value as a black hole 
5 Calculate new positions of all-stars relative to existing black holes (Eq. 10) 
6 If a star gets a better fitness value; convert the star to a new black hole if it is far 

enough from the event horizon otherwise replace it with the existing black hole 
(Eq. 11.). 

7 If a star falls below the event horizon of the black hole, delete it and create a new 
star at a random location. (Eq. 9). 

8 End the loop if the maximum number of iterations or the desired fitness value 
or the maximum number of the black hole is reached. 

 

Eq. 10 𝑥𝑖(𝑡 + 1) =  𝑥𝑖(𝑡) + ∑ 𝑏 ∗ 𝐴 (𝑥𝐾𝐷𝑗
) ∗ (𝑥𝐾𝐷𝑗

− 𝑥𝑖(𝑡))

𝑚

𝑗=1

 

 

Eq. 11. 𝑆(𝑥𝑖) =  {
 𝑟𝑒𝑝𝑙𝑎𝑐𝑒 𝑖𝑓 𝑢(𝑥𝐾𝐷 , 𝑥𝑖) ≤ 2𝑅)

 𝑐𝑜𝑛𝑣𝑒𝑟𝑡 𝑖𝑓 𝑢(𝑥𝐾𝐷 , 𝑥𝑖) > 2𝑅)
 

 
𝑢 is a function that is used to calculate the distance between the black hole and the star. The 
calculation method of this function, which works with the Euclidean distance calculation principle, 
is given in Eq. 12. 
 

Eq. 12.  𝑢(𝑌, 𝑍)  = √∑(𝑌𝑖 − 𝑍𝑖)2

𝑛

𝑖=1

 

 
In the case of black hole and star whose distance between 𝑌 and 𝑍 is desired to be measured, the 
parameters of 𝑌 are indicated by 𝑌𝑖 , the parameters of 𝑍 are indicated by 𝑍𝑖 . 𝑛 gives the total 
number of parameters. 
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4. FINDINGS 
 
Along with the proposed method, different approaches that have an important place in the 
literature have been used to determine the hyperparameters of ANN. Algorithms are coded on the 
Google Colab Notebook platform using the Python programming language. Testing was carried 
out with an Intel Xeon processor with a dual-core and 2.20 GHz operating frequency allocated by 
the same platform.  
 
For the classification problem, the "Hepatitis" dataset was used in the training and testing 
processes of the ANN algorithm, which is required to determine the hyperparameters [13-14]. 
The dataset contains 19 different biological information obtained from 155 different people with 
liver disease and 1 class parameter (0:Dies, 1:Alives) that indicates the future survival or death of 
the person concerned. Since the biological information has different size ranges from each other, 
all the features have been scaled by being drawn to the range of 0 and 1. 
 
The solution spaces investigated with the GS, RS, BO, BHA, EBHA algorithms are given in Table 
3.1. Since there are too many possibilities in the GS algorithm, combinations of fixed parameters 
were searched instead of choosing a range. Even in this case, 1620 possibilities were evaluated, 
more than the number of networks trained and tested in other algorithms. For the BHA and EBHA 
algorithms, a population of 5 stars was created and run for 20 iterations, and the possibilities were 
tested for 100 different networks. 
 

Table 3. Hyperparameter space 
 
Algorithm Learning Rate Activation 

Function 
Neuron 
Count in 
the 
input 
layer 

Hidden 
Layer 
count 

Neuron 
count in 
the 
hidden 
layers 

Batch Size Trained 
ANN 
count 

GS 0.0001, 0.0003, 
0.0005, 0.0009 

Relu, 
SoftMax, 
TanH 

50, 250, 
500 

2-6 50, 250, 
500 

16,32,64,128 1620 

RS, BO, 
BHA, 
GBHA 

0.0001 – 0.001 Relu, 
SoftMax, 
TanH 

10-500 2-10 10-500 2-155 100 

 

The hyperparameter/solution spaces given in Table 3. were investigated with the relevant 
algorithms and used in ANN training. 80% of the dataset was reserved for training and the 
remaining 20% was used for testing. The most successful parameters obtained for each algorithm 
and the accuracy values obtained as a result of training and testing the ANN algorithm with these 
parameters are given in Table 4. The accuracy value was calculated through Eq 13. using the 
values obtained after the classification of the samples allocated for testing. 
 

Eq. 13. 𝐷(𝑥𝑖, 𝐴𝑁𝑁) =  
𝑇

𝑛
 

 
The 𝑇 in the equation represents the number of successfully classified samples and 𝑛 the total 
number of samples. 
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Table 4. Best hyperparameters which determined by each algorithm 
 

Algorithm Learning 
Rate 

Activation 
Function 

Neuron 
Count in the 
input layer 

Hidden 
Layer 
count 

Neuron 
count in the 
hidden 
layers 

Batch 
Size 

Accuracy 

GS 0,0009 Relu 50 4 500 16 0,8387 
RS 0,000749 Relu 79 9 470 46 0,8065 
BO 0,0001 Relu 348 10 279 3 0,8387 
BHA 0.0008 SoftMax 34 5 285 73 0,8065 
EBHA 0,00031 Relu 118 4 103 10 0,8709 

 

When the parameters obtained because of the optimization algorithms and ANN training are 
examined, it is seen that the EBHA algorithm is more successful than both the traditional BHA and 
other algorithms in the literature. While the GS algorithm can select parameters that can obtain 
an accuracy value of 0.8387 by testing 1620 different networks, the EBHA achieved a higher 
success value with only 5 different stars and 100 repetitions. When the EBHA algorithm is 
compared with the RS and BO algorithms, it is seen that it achieves more successful results with 
fewer neurons and fewer layers. 
 
The pair plot produced by using all parameters and accuracy values selected with different 
algorithms is given in Figure 4. 
 

 
 

Figure 4. Pair plot of hyperparameters and accuracy values 
 

When the pair plot is examined, it is seen that each parameter has its optimum range, but better 
results are produced when it comes to the most appropriate range for other parameters of this 
range. In other words, although it seems possible to increase the performance of the network by 
changing the value of only one parameter, it is necessary to obtain the best combination of all 
parameters to obtain the best fitness value. 
 
The graph showing the accuracy values of the network trained using the best parameters obtained 
with EBHA at each iteration during the training and validation phase is given in Figure 5. 
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Figure 5. Training and Validation Iterations of EBHA-ANN 
 

As seen in the training and validation graph, the trained ANN reached the maximum accuracy level 
in a very short time, but the highest success was achieved in the validation after 600 iterations. 
The findings obtained from the test procedures performed while preserving the learning obtained 
in this iteration are given in Table 5. 
 

Table 5. Performance values 
 

Class Specificity Sensitivity F1-score Sample Count 
All 0.82 0.83 0.82 155 
1 0.88 0.90 0.89 123 
0 0.59 0.53 0.56 32 

 
The ROC curve calculated as a result of the test process performed by ANN's classification of the 
samples of the Hepatitis dataset is given in Figure 6. 
 

 
 

Figure 6. ROC curve of BHAE-ANN 
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4. CONCLUSION 
 
In this study, for the optimization of the hyperparameters of the ANN, a new algorithm (EBHA) 
has been proposed to the literature by enhanced the BHA. It is seen that the proposed approach 
achieves better performance values than the algorithm in the literature with less computation 
cost and time. 
 
The most suitable hyperparameters for training the Hepatitis dataset with ANN with the proposed 
EBHA algorithm were determined as Learning rate 0.00031, Activation Function as Relu, number 
of neurons in the input layer 118, number of hidden layers 4, number of neurons in each hidden 
layer 103, batch size 10. In the training process with these parameters, the highest accuracy value 
was 0.8709, while testing the ANN trained with these hyper-parameters revealed 0.82 Specificity, 
0.83 Sensitivity and 0.82 f1 score values. When the results are examined, it is seen that the EBHA 
has achieved high success in both training and testing processes. 
 
This study shows that the solution space used for the determination of hyperparameters in the 
literature always has the possibility of containing a more successful solution. Therefore, all studies 
in the literature, including the approach proposed in this study, bring researchers one step closer 
to designing an optimum ANN. 
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